Computer Science and Information Systems 17(3):737-758 tps:Hdoi.org/10.2298/CS1S200205018M

Energy-Efficient Non-linear K-barrier Coverage in
Mobile Sensor Network*

Zijing Ma!, Shuangjuan i , Longkun Gud, and Guohua Warlg

1 College of Mathematics and Informatics, South China Adtizal University, China
mazijingscau@hotmail.com,lishj2013@hotmail.com,wlguascut@gmail.com
2 School of Computer Science and Technology, Qilu Univemsityechnology (Shandong
Academy of Sciences), Jinan, China
forkun@mail.ustc.edu.cn

Abstract. K-barrier coverage is an important coverage model for amgerobust
barrier coverage in wireless sensor networks. After ihnfsadom sensor deploy-
ment, k-barrier coverage can be achieved by moving mobiless to form k bar-
riers consisting of k sensor chains crossing the region.dhila sensor network, it
is challenging to reduce the moving distances of mobile@sn®s prolong the net-
work lifetime. Existing work mostly focused on forming limebarriers, that is the
final positions of sensors are on a straight line, which tedui large redundant
movements. However, the moving cost of sensors can be furtldeiced if non-
linear barriers are allowed, which means that sensors’fiositions need not be on
a straight line. In this paper, we propose two algorithm®afifing non-linear k bar-
riers energy-efficiently. The algorithms use a novel modalled horizontal virtual
force model, which considers both the euclidean distandehanizontal angle be-
tween two sensors. Then we propose two barrier forming elgos. To construct
a barrier, one algorithm always chooses the mobile sensiin ahith the largest
horizontal virtual force and then flattens it, called seredw@in algorithm. The other
chooses the mobile sensor with the largest horizontalalifrce to construct the
barrier, other than the mobile sensor chain, called singhsar algorithm. Simula-
tion results show that the algorithms significantly reddeermovements of mobile
sensors compared to a linear k-barrier coverage algorBasides, the sensor chain
algorithm outperforms the single sensor algorithm whers#resor density becomes
higher.

Keywords: wireless sensor networks, k-barrier coverage, virtuatdpnon-linear
barrier.

1. Introduction

Wireless Sensor Networks(WSNs) have been widely appligdany fields such as in-
trusion detection, border protection, and environmentitoang. Nowadays, many prob-
lems in WSNs have been widely studied such as topology dolttcalization technology,

data aggregation, and coverage problem. Among them, a@pe@mblem is a significant
problem in WSNSs, which can be classified into many differeviecages, including area
coverage, target coverage, barrier coverage, and sweepag®: Barrier coverage is an
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important problem in these coverage problems. It was firgpgsed in the work[9] and
often used to detect intruders by forming a sensor chain ieltareégion of interest(ROI)
so that any intruder will be detected when passing througtR@I vertically along any
paths. K-barrier coverage is a kind of robust barrier cogyeravhich guarantees that any
intruder crossing the region will be detected by at leastrisses. Initially, sensors are
often deployed randomly in the ROI. However, it is not likédyform k-barrier coverage
after initial random sensor deployment, as shown in Fig(ag With the development of
mobile sensor technology, k-barrier coverage can be aetiiey moving mobile sensors
to the desired positions, as shown in Figure 1(b).

(b) Final sensor deployment

Fig. 1. Initial sensor deployment and final sensor deployment

However, mobile sensor is equipped with batteries, anddtscomuch more energy
during the sensor movement than the sensing. Thus, it isriiaapicto minimize the sen-
sor movements for prolonging the network lifetime while i@eing k-barrier coverage.
Some algorithms [13, 10] are proposed to form linear bastismg mobile sensors, which
means that the sensors move to locate on a line segment sgahairegion. Obviously,
it results in large redundant sensor movements by mobilssserto form linear barri-
ers. To further reduce the sensor movements, the work ir6[1,2] formed a non-linear
barrier energy-efficiently, which means the sensors’ firglifions are on a curve, other
than a straight line, as shown in Figure 1(b). It was showaetl tthe sensor movements
can be reduced for forming a non-linear barrier than a lilearier. However, very few
works studied how to form k non-linear barriers energy-gdffitly, which is a challenging
problem. This paper tries to propose solutions to solveptoblem.

The work in [1] proposed an algorithm to form a non-lineartsrcoverage energy-
efficiently, which outperformed other existing algorithrit®wever, this algorithm cannot
be extended to the case of k-barrier coverage directlyinagpy the work[1], we propose
two energy-efficient algorithms of forming non-linear k bars based on the initial de-
ployment of mobile sensors. In the work[1], virtual forcedebhas been proposed to pull
one sensor chain to touch another sensor chain. This traditvirtual force only con-
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siders the euclidean distance of two sensors, which migkgecaart of barriers formed
vertically. Instead, we define the notion of horizontalwatforce by considering the eu-
clidean distance and also horizontal angle. In this paperpmpose two solutions for
achieving non-linear k-barrier coverage based on the boté virtual force, called sen-
sor chain algorithm and single sensor algorithm respdgtifdie main idea of the two
solutions are to first divide the region into several sulmagj and then construct k sen-
sor chains, called sub-barriers, crossing from the leftnidamy of each subregion to the
right boundary respectively, and finally connect the sulyibis in neighbor subregions
for forming k barriers in the whole region. We use two differsub-barrier forming algo-
rithms in these solutions. One algorithm always choosegmtigle sensor chain with the
largest horizontal virtual force and then flattens it, chieobile sensor chain movement
algorithm. The other algorithm always chooses the mobitssewith the largest hori-
zontal virtual force to construct the sub-barrier, othamntkhe mobile sensor chain, called
single sensor movement algorithm. Simulation results sthatvour proposed algorithms
efficiently decrease the movements of mobile sensors cardpara linear k-barrier cov-
erage algorithm. The simulations also show that the sersin @lgorithm outperforms
the single sensor algorithm when the sensor density becbiglesr.
In summary, the main contributions of this paper are listetbdows:

— We study the problem of forming non-linear k-barrier coggrasing mobile sensors
and propose two energy-efficient solutions.

— We introduce the horizontal virtual force model. It consgleoth euclidean distance
and horizontal angle between two sensors, which can avaidirfig part of the barri-
ers vertically.

— We first divide the region into several subregions, and tleesituct k sensor chains,
called sub-barriers, crossing from the left boundary othesubregion to the right
boundary respectively, and finally connect the sub-bariemeighbor subregions
for forming k barriers in the whole region.

— We propose two algorithms to efficiently form k sub-barriereach subregion.

— Simulation results demonstrate the efficiency of our prepgadgorithms.

The rest of paper is organized as follows. Section 2 reviemsesrelated work about
barrier coverage using mobile sensors. Section 3 estaklible networks model and gives
some terms about our algorithms. Section 4 describes anithigoof forming one sub-
barrier in a subregion called mobile sensor chain movemngatithm. Section 5 proposes
an algorithm of forming one sub-barrier in a subregion chbingle sensor movement
algorithm. In Section 6 we propose the solutions of formitbgkriers in the whole region.
In Section 7 we evaluate the performance of the algorithesti@ 8 concludes our paper.

2. Related Work

Barrier coverage has been widely studied in wireless semstwvorks. The notion of k-
barrier coverage was first proposed by the work[9]. In thekW®}, two kinds of barrier

coverage were proposed: weak barrier coverage and stronerimaverage. Weak barrier
coverage aims at detecting those intruders which cross@eRng the vertical paths,
while the strong barrier coverage aims to detect any intradessing the ROI along any
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paths. In this paper, we aim to form strong barrier cover&gésting barrier coverage
algorithms can be divided into centralized algorithms aisttithuted algorithms.

The centralized algorithms are under the assumption thiisainformation of region
and the locations of mobile sensors are known beforehanénia device can com-
pute the final location of each mobile sensor and then secsorsove directly to their
final location. The work in [2] constructed linear k barri¢mg dividing the region into
subregions and forming a baseline grid barrier and an isolgrid barrier in each subre-
gion. However, a large number of redundant sensors are déedeonstructing isolation
grid barriers. Especially when there are not enough semsorained in one subregion to
fill the isolation grid, the algorithm has to move mobile senssfrom other subregions to
form the grids, which might cause lots of redundant movemdrite work in [7] defined a
novel barrier coverage model, called hetebar, and gaveteatiead algorithm to find out
the maximum lifetime of hetebar after sensors’ initial agphent. The work in [13] tried
to move the sensors to the grid points while minimizing theiimam sensor movement.
The work in [10] proposed a polynomial-time algorithm to redtie sensors to cover the
barrier line while minimizing the maximum sensor movemairitich can reduce the sen-
sor movement. All the above algorithms formed linear basrieshich means the sensors
in the barriers must locate on a straight line. The work ingifdposed an energy-efficient
algorithm based on virtual force to form non-linear bardeverage, which outperformed
the linear barrier algorithms in the work[2]. The work in [I@oposed a centralized al-
gorithm to form barriers with mobile sensors under the infeeeof both sunny and rainy
days. The work in [14] studied the hybrid network consistiigstationary sensors and
mobile sensors and proposed an algorithm of relocating lmskinsors to improve bar-
rier coverage by filling the gap resulted by stationary senda [19], similar to [14],
the authors tried to use mobile sensors and stationary iettsform barrier coverage.
They proposed a two-phase deployment algorithm, wheretiesary sensors are first
deployed, and then the mobile sensors are deployed to filjdps between stationary
sensors to form a barrier. Moreover, they proposed a schasesllon probabilistic model
to minimize the total sensor cost. The work in [17] achievadier coverage in hetero-
geneous WSNs by leveraging various types of mobile sensatpeoposing a greedy
movement algorithm to fill the gaps between stationary ssmdeployed.

In fact, the performance of centralized algorithms mightlibeted by the central
device if there are a large number of sensors. Hence, soraarobers studied the dis-
tributed algorithms. Mobile sensor adjusts its locationcding to its environment and
it does not need to know all the information of other senddmswever, these algorithms
might cause large redundant movements of mobile sensoradatigal applications. The
work in [4] proposed an algorithm, which was inspired by timémeal aggregations, to
solve the problem of establishing barrier coverage betviwerlandmarks. The work in
[8] proposed a fully distributed algorithm based on virtfa@ice to relocate the sensors
from the original positions to uniformly distribute on thenwex hull of the region. The
work in [15] presented a distributed algorithm called Mo#@iBo form linear k-barrier
coverage. Furthermore, the authors proved the algorithminated in a finite time. The
work in [12] proposed two distributed algorithms for forrgibarriers based on virtual
force. However, it was not energy-efficienct. The work in $8}died the sensors’ move-
ment in barrier coverage with a game theory approach. In fh8Jauthors formed barrier
coverage using directional sensors in a line-based model.algorithm indicated that
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after deployed along a predetermined line, the directiseator can rotate itself based on
the information of its adjacent sensors to form barrier cage.

3. Network Model

Assuming that there is a rectangular belt region of lethgéimd widthH, which isL>>H.

A set of mobile sensors is deployed randomly in this regidre $ensing range of these
sensors iR, and the number of the sensord\NsThe initial position of mobile sensar

is (z;,y;). We assume that each mobile sensor knows its coordinatg G$#% system.
Each sensor can move in all direction, whose moving disténtiee euclidean distance
of its initial position and final position.

In this paper, we focus on how to form k-barrier coverage gneifficiently using
mobile sensors. K barriers are formed by k chains of sensbos&sensing range overlap
with each other crossing from the left boundary of the redgmthe right boundary. We
study how to find the sensors’ final positions so that the ssnsan move to form k
barriers crossing the region while minimizing the averagygssr moving distances.

Before showing the algorithm, we will define some terms below

Definition 1. Mobile Sensor Chain: A mobile sensor chain is a set of mobile sensorsin
which the sensing range of each sensor should intersect with that of adjacent sensor in
this set, which means the distance between these two mobile sensorsis less than or equal
to 2R;.

A mobile sensor chain, denoted in red, can be seen in Figaje Nfte that a single
sensor is the minimum mobile sensor chain. A barrier is fatnvben there is a mobile
sensor chain in which there are two mobile sensors whos@aggiasges intersect the left
boundary and the right boundary respectively.

Definition 2. Main Mobile Sensor Chain: A main mobile sensor chainis a kind of mo-
bile sensor chain in which the sensing range of one sensor intersects with the left bound-
ary.

We form a barrier by constructing a main mobile sensor chamfthe left boundary
to the right boundary of the region.

Now we’'ll define the notion of horizontal virtual force by cgidering the euclidean
distance and also horizontal angle.

Let N represent the set of all sensors deployed in the regionMancepresent all
the mobile sensors in the main mobile sensor chain. For eatfilersensor € N, and
v € N — N., we define horizontal virtual forck(c, v) from v to ¢ as follows:

«Q

h(c,v) X cost 1)

= distance(c, v)
v
ceNC,veN—NcﬁE(Oag)

In the formuladistance(c, v) is the Euclidean distance between mobile sensord
mobile sensop. The direction ofi(c, v) starts fromw and points tac. 6 is the included
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angle of the horizontal line and the line of mobile sensandv . Note thatt € (0, T)
anda is a scaling parameter.

For each sensarc N, we can calculate the maximum horizontal virtual fof€éc)
as follows:

H(c) = mazh(c,v) (2)

v

ceN,veN-N,0¢(0,7)

The action pointis defined as the sensgre N, which satisfies thald (c,,,)=maxzH (c),

Ve € N.. The reaction point is defined as the sensgre N — N, whose horizontal vir-
tual force to sensat,, is H (¢p,).

4. Mobile Sensor Chain Movement Algorithm

In this paper, the main idea of forming k barriers is to firstidié the region into several
subregions, then construct k sub-barriers from the lefnidauy of each subregion to the
right boundary and finally connect the sub-barriers in agliasubregions for forming k
barriers in the whole region.

In this section, we will show an energy-efficient algorithfrfarming a sub-barrier
called mobile sensor chain movement algorithm. The whdlgism of forming k barriers
will be discussed in section 6.

The main idea of mobile sensor chain movement algorithm &@ys choose the
mobile sensor chain with the largest horizontal virtuatéto construct the sub-barrier
and then flatten it. This algorithm can be described in thireeses.

In the first phase, called the left-fix phase, we will find o Eaftmost mobile sensor
and then pull it to the left boundary as well as the chain witteeemobile sensor belongs
to. This chain is regarded as the main mobile sensor chain.

In the second phase, called the extending phase, we witttsble rightmost sensor
of this main mobile sensor chain and compute the sensor elithirthe largest horizontal
virtual force towards the rightmost sensor, and pull the ieadensor chain towards the
main mobile sensor chain until the mobile sensor chain tesithe rightmost sensor.

In the third phase, called the right-fix phase, when the maibila sensor chain
touches the right boundary of the subregion, we will seleettbrresponding main mobile
sensor chain in the next subregion and move sensors to fijapeoetween the chains.
If it is the last subregion, then this phase will be ignoredc®the main mobile sensor
chain touches its corresponding chain or the right boundasybregion, it implies that
one sub-barrier is formed.

4.1. Flattening Algorithm

Before showing the detail of these three phases, we firsept#ise flattening algorithm.
The flattening algorithm is used when a mobile sensor chaeléected to move to the

target which may be the left boundary of the region or a maibitasensor chain. The

main idea of this flattening algorithm is that we first compilie horizontal path of this
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mobile sensor chain and then pull the sensors in this chaiartbthe target one by one
by extending the horizontal path.

The detail of this algorithm is described as in Algorithm 1.

Algorithm 1 Flattening Algorithm
Input: main mobile sensor chai, mobile sensor chai®
Output: updated main mobile sensor chéih
1: Find out the rightmost sensor bf, regard it as amaction point
2: Calculate the sensor with the largest horizontal force tdw/i¢he action point, regard it as a
reaction point

3: if the reaction point is on the rightside of action point
4. Compute the horizontal path starting from the reaction point.
5.  for each mobile sensarc H
6: moving sensor €
7 The moving sensat moves towards action point along the straight line and tesi¢the
action point
8: action point = moving mobile sensor
9: if the action point intersects with the mobile sensor cliagm
10: return M
11 end if
12: if moving sensor’s degree 2 then
13: Compute the redundant sensor chaiwhich touches the moving sensor
14: for each mobile sensal € R
15: moving sensor =
16: The moving sensaod moves towards action point along the straight line and tesich
the action point.
17 action point = moving sensor
18: if the action point intersects with the mobile sensor cl@then
19: return M
20: end if
21: end for
22: end if
23:  endfor
24: else

25:  reaction point moves to action point’s position

26: action point moves towards the right boundary of subregiail it is tangent with the reac-
tion point

27: return M

Let N denote all mobile sensors ardd, denote those mobile sensors in the main
mobile sensor chain.

First, we enumerate all the mobile sensors in the main makeitsor chain and find
out the sensor with rightmost X coordinate. We regard thissgeas the action poirat
For each mobile sensere N — N,, compute all the horizontal virtual force froanto r
and we need to find out the largest horizontal virtual forceagnthem. The sensor with
the largest horizontal virtual force is the reaction polrdt P denote the mobile sensor
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chain where the reaction point is. We'll extend the main ebénsor chain by pulling
P towards it.

Second, compute the horizontal pathfofwe enumerate all possible paths starting
from this reaction point by doing a depth-first search anduate the variance of Y
coordinate of these paths and select the path with the lovagisince.

Third, if the reaction point is on the rightside @f for each sensarin the horizontal
path, move: towards the main mobile sensor chain by extending the hotét@athP.
We first compute the degree of the reaction point and then rimeeaction point to
touch the action point of the main mobile sensor chain. Therr¢action point becomes
the new action point. If the reaction point’s degree is gretitan or equal to 2, it means
there is at least one redundant mobile sensor cldgjnconnecting the reaction point
before it moves. Therefore, moving is preferential and we will move the sensors in
R¢ towards the action point along the straight line one by orté tn@ new action point
intersects with the mobile sensor chain or all the mobilesseninRs have been moved.
If the new action point intersects with, the procedure stops; If all mobile sensorgip
have been moved, then we will continue moving those mobitsaes in the horizontal
pathP.

However, if the reaction point is on the left of we need to insert the reaction point
of the mobile sensor chain into the main mobile sensor cliist we move the reaction
point to the position ofi. Then, to extend the main mobile sensor chain, weptdivards
the right boundary of the subregion untils tangent with the reaction point.

To illustrate the algorithm more clearly, we will show twarglle examples. Figure
2 shows the example when the reaction point is on the rightsidhe action point and
figure 3 shows the example when the reaction point is on the lef

Figure 2(a) shows the initial deployment of the main mohélesor chain and another
mobile sensor chai¢. As is shown in the figure, the rightmost mobile sensor in main
mobile sensor chain is selected as the action point and éltéioa point inD¢ is selected
as the moving mobile sensor. By traversing the horizonttd,paove the moving mobile
sensor towards action point along the straight line untdieg their sensing ranges just
intersect at one point, which is tangent. Then this movimgsee will become the new
action point and the next mobile sensor in horizontal pathbeithe new reaction point,
which is becoming the moving sensor.

In Figure 2(b), we can find that the degree of moving sensoruwehikh means there
is a redundant mobile sensor chain touching the moving sess@e need to record this
redundant mobile sensor chain, and then move the movingsens

In Figure 2(c), since we have recorded this redundant mebiksor chain, we have to
move the redundant mobile sensor chain instead of mobikossim the horizontal path.
For each mobile sensor in the redundant mobile sensor chainyill move it towards
the action point along the straight line and then it beconeeniw action point until all
mobile sensors are added to the main mobile sensor chain.

In Figure 2(d), the redundant mobile sensor chain has beeeadrto touch the main
mobile sensor chain. Note that adding the redundant mobile® chain increases the
horizontal length of the main sensor chain. Next, we keepingpthe mobile sensors in
horizontal path until there is another redundant mobilessenhain or no mobile sensors
in the horizontal path.
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Figure 2(e) shows the result of the flattening algorithm. \Ale see the main mobile
sensor chain merges the other mobile sensor chain and extehdrizontal direction.

Figure 3 shows an example when the reaction point is on thefigfie action point.
As we can see, the reaction point moves to the action poiotitipn, then the action
point moves towards the right boundary of subregion andlfinilis tangent with the
reaction point. Note that when the reaction point is on tfteofethe action point, we only
move the reaction point to its corresponding position, hetrhobile sensor chain where
the reaction point is.

4.2. Forming One Sub-barrier

Now we’ll show the mobile sensor chain movement algorithrfoafing one sub-barrier.
The algorithm is divided into three phases: Left-Fix Ph&sdending Phase and Right-
Fix Phase.

In the Left-Fix Phase, we will identify the main mobile sensbain in the subregion.
We find out the leftmost mobile sensor chain, which is theedbmobile sensor chaiiy;
to the left boundary of the subregion. Next, we will mdvg to the left boundary, making
the leftmost mobile sensor i tangent with the left boundary. Note that we mdve
using the flattening algorithm, and the action point of thgoathm is a virtual sensor,
and its coordinate is{Rs, Yie ftmost). TheYierimost iS the Y coordinate of the leftmost
mobile sensor ifL¢. In the end, we regarfi; as the main mobile sensor chain.

In the Extending Phase, we try to extend the main mobile sectsmin by moving
other mobile sensor chains towards it. We will first calogiliie reaction point and the ac-
tion point, where the reaction point is the sensor with thgdat horizontal virtual force.
Move the mobile sensor chain containing reaction point éornttain mobile sensor chain
using the flattening algorithm. We continue iterating ttage until the main mobile sen-
sor chain touches the right boundary of subregion or no réaiatrsensor can be selected.
When the phase stops, we come to the right-fix phase.

In the Right-Fix phase, since the main mobile sensor chaintbached the right
boundary of subregion, we have to connect it to another maihilm sensor chain in
the next subregion to form a barrier.

5. Single Sensor Movement Algorithm

In section 4, we proposed a mobile sensor chain movementitilgoand the flattening
algorithm. However, when the length of ROI is not long, flaitgy algorithm works not
well since there is no space to move the mobile sensor chaitivéded by this, we will
introduce a single sensor movement algorithm.

The main idea of this algorithm is that we first divide the R@biseveral subregions
and in each subregion we select k mobile sensors as the stibrbaalso called main
mobile sensor chain. Then we extend these sub-barriers binmthe sensors with the
largest horizontal virtual force towards the sensors inntizén mobile sensor chains un-
til the main mobile sensor chain touches another main magifesor chain in the next
subregion or the right boundary of the ROI.
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5.1. Extending Chain Algorithm

In this subsection, we propose an algorithm of forming ortelsarrier. This algorithm
can be divided into three phases: Left-Fix Phase, Exterfdivage, and Right-Fix Phase.

N —,
o) )
\ /
Action Reaction
Main Mobile Sensor Point Point

Chain

(@

Action poaction
Main Mobile Sensor Point  pi.

Chain

(b)

Fig. 4. An example of extending chain algorithm whiaaction point is on the right

In the Left-Fixed phase, in each subregion, at first, we fintdk@ensors which are the
closest to the left boundary of subregion by calculatingdistances between sensors
in the subregion and the left boundary of the subregion. Tiere these sensors to
touch the left boundary of subregion. The final positionshafse k sensors should be
(tsubregion * Lsubregion + Rs, Ysensor), WNeI€igpreqion iS the number of region, starting
from 0. Lsybregion 1S the length of subregiofe,sor is the sensors’ Y coordinate. Note
that we only move these k sensors, which are regarded as thenaile sensor chain.

In the Extending Phase, we extend the main mobile senson.dRiast, we calculate
all the horizontal virtual forces between the sensors imtlagn mobile sensor chain and
other sensors in this subregion, and choose the sensorheitlarigest horizontal virtual
force. Then find out the action point and reaction point. # teaction point is on the
right side of the action point, we just move the reaction ptontouch the action point
along the line segment between them. But if the reactiontpsian the leftside of the
action point, we need to move the reaction point to the aqimnt’s position, and then,
for each sensor on the right side of the action point on thénglexcept the rightmost
sensor(the last sensor of the chain), it moves to touchgtg rieighbor sensor. Note that
the rightmost sensor does not have the right neighbor sessarove it towards the right
boundary of subregion.

In the Right-Fixed phase, it is the same as mobile sensonchavement algorithm.
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Fig. 5. An example of extending chain algorithm whiaaction point is on the left

Algorithm 2 Extending Chain Algorithm

Input: mobile sensor sed main mobile sensor chai
Output: updated main mobile sensor chéih
1. for each sensar € M
2.  calculate the horizontal virtual force betweemnd other sensors which are not in all the
main mobile sensor chain
3:  select the sensor with the largest horizontal force, asahetion point ot
. end for
5: find out the action point whose horizontal virutal force begéw action point and reaction point
is the largest
6: if the reaction point is on the rightside of action point
7:  moving sensor = reaction point
8: The moving sensor moves towards action point along thegstriine and touches the action
point
9: else
10: insertPosition 9M.indexOf(action point)
11: reaction point moves to action point’s position
12:  for each senstfinsert Position € M

N

13: if insertPosition>= M.size-1

14: Cinsert Position MOVES towards the right boundary of subregion while toughis left
neighbor sensor

15: else

16: CinsertPosition MOVES tminsertPositi0n+1 pOint’S pOSition

17 insertPosition = insertPosition + 1

18: end for

19: return M
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The detail of this algorithm is described in Algorithm 2.

Also, to illustrate the algorithm clearly, we present twamples of extending chain
algorithm in the extending phase. Figure 4 shows an exanfipid@nding chain algorithm
when the reaction point is on the right side of the action pdihe reaction point moves
towards the action point along the line segment betweeniosgmoint and the action point
until the reaction point touches the action point. Figuré®es how the algorithm works
when the reaction point is on the leftside of the action pdihe reaction point moves to
action point’s position. Then the action point moves to thsifon of its right neighbor
sensor. Also, this sensors on the rightside of the actiontpooves to the position of its
right neighbor sensor except the rightmost sensor. Theémigst sensor moves towards
the right boundary of the subregion while touching its leftghor sensor. Note that the
extending chain algorithm is used to extend the length ohm@abile sensor chain.

6. Forming K-barrier

In this section, we’ll show how to form k barriers. Actualiyjobile sensors chain move-
ment algorithm and single sensor movement algorithm in twenér two section aim
to forming one sub-barrier in a subregion. We will propose selutions of forming k
barriers based on these two algorithms, called sensor @fgamithm and single sensor
algorithm.

The main idea s to first divide the region into several sulomeg) and then use the two
algorithms k times in each subregion to form k sub-barriespectively. After forming
k sub-barriers, we will connect the k sub-barriers with ttieeo sub-barriers in the right
subregions so that the k barriers is formed.

The detail of the solutions are described as follows:

First, the region is divided into equal-sized subregiongsehlength ard.,. and the
width areW, whereL,, = L/n andn is the number of subregions. Empiricalshould
not be too large or too small. On one handpifs too large, there might be not enough
sensors to form barriers in the subregion. On the other hiinds too small, the length
of subregion will be longer, which might result in a largervimg distance of mobile
Sensors.

Second, form k sub-barriers in each region independentlgubyping the two algo-
rithms of forming one sub-barrier k times. The number of sesisonstructing one barrier
is limited to beN;/k, avoiding that there is not enough sensor to construcktheub-
barrier, whereV; is the number of sensors deployed jp subregion. After completing k
sub-barriers in each subregion, it can be observed that thdsbarriers in two adjacent
subregions may be not connected, as shown in Figure 6(a).

Third, for simplicity, k sub-barriers in one subregion idled the left k sub-barriers
while k sub-barriers in its right neighbor subregion is edlthe right k sub-barriers. The
left or right k sub-barriers are numbered increasingly gjrttocations on the right or left
boundary of their subregion respectively. Each left subribaconnects with the same
number of the right sub-barrier by pulling the sensors oneriwy to fill the gap between
them. For example, sensors denoted in red are moved to dosuiebarriers in adjacent
subregions, as shown in Figure 6.
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E ] ith region (i+1)th region

(a) k sub-harriers are constructed in two neighbor
subregions

(b) k sub-barriers are connected in twe neighhor
subregions

Fig. 6. Connecting two sub-barriers in two adjacent subregion

Finally, k barriers will be formed in the whole region. Noket the solutions will form
non-linear barriers in the region, so the shapes of bamiersurves. The time complexity
of the solutions ar€®(n?).

7. Simulation Results

In this section, we evaluate the performance of our propakgatithms using Java, called
sensor chain algorithm and single sensor algorithm. Thesealgorithms are compared
with the CBIGB algorithm in the work [2]. The CBIGB algorithoonstructs k barriers by
dividing the region into equal-sized subregions, selgctilhaseline based on the distance
between sensors and baselines, and forming a baselineagridrband an isolation grid
barrier using hungarian algorithm in each subregion. Thelte obtained are the average
of running the experiments 100 times.

Figure 7,8,9 and 10 show how the average moving distancenssg changes as
the number of sensors increases. Sensors are deployedriegibes with length 30m,
50m, 100m, and 150m respectively and width 8m. Sensorsirsenadius is 0.5m. The
number of sensors is different according to the length oioreg We divide the region
into 3 subregions. It can be observed that our algorithmgltresless average moving
distances of sensors than CBIGB algorithm in all the figures.

Figure 7 shows the performance of algorithms when sensexdegioyed in a 30m8m
region. As the number of sensors increases, our proposedthigs always obtain a
smaller average moving distance than CBIGB algorithm. Mdule, the single sensor
algorithm performs better than sensor chain algorithm.

Figure 8 shows the performance of our algorithms when thgtleaf the region is
50m. It can be seen that the result obtained by our algoriieramost half of that by
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Fig. 7. Average moving distance vs number of sensors in 88m ROI

CBIGB algorithm. At first, the sensor chain algorithm penfisrworse than single sensor
algorithm. However, as the number of sensors increasesetiuts by the sensor chain
algorithm improve sharply. When the number of sensors is tH&y achieve almost the
same result.

Figure 9 shows the performance of our algorithms when thgtleaf the region is
100m. At first, the sensor chain algorithm results in a largeving distance than single
sensor algorithm. As the number of sensors increases, thimgwistances by these two
algorithms both decrease. But the result of the sensor cilgorithm decreases more
sharply. When the number of sensors is 275, the results séttveo algorithms become
the same. As the number of sensors increases, the sensoratdaiithm has a smaller
result than the second algorithm. It implies in the middigioa case, the sensor chain
algorithm is more suitable when the number of sensors iglarg

In figure 10, sensors are deployed in the large region withtleh50m and width 8m.
It can be seen that the sensor chain algorithm results ingedanoving distance than
single sensor algorithm. However, as the number of sensoreases, the result of the
first algorithm decreases sharply and that by the seconditigpis almost the same.
Thus, when the number of sensors is small, single sensaoritalgnois more suitable.

Figure 7,8,9 and 10 imply that a larger number of sensorslealgss average moving
distance. That is because a larger number of sensors meagisest hode density, mak-
ing sensors move less distance. Additionally, our algorghrare more energy-efficient
than CBIGB algorithm in different size of regions since olgiaaithms result less average
moving distance. When the number of sensors is small, ssggieor algorithm outper-
forms the sensor chain algorithm. When the number of seth&ma@mes larger, the sensor
chain algorithm is more suitable.

Next, we study the performance of our proposed algorithnas@BIGB algorithm
when the sensors’ sensing radius varies. Sensors are rindepioyed in a region with
length 50m and width 8m. The number of sensors is 220. Figushtws that the average
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moving distance decreases as the sensors’ sensing radiosiée larger, since sensors
with larger sensing radius can cover larger areas and tlngs sénsors can move less to
touchit. Itis observed that the result of sensor chain @igorand single sensor algorithm
is almost the same. When the sensing radius is 0.3m, thega/enaving distance is
almost 2m. When the sensing radius is 0.55m, the movingrdisetss almost 1m. Hence,
a larger sensing radius is preferable for reducing the ngpgtistance.
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Fig. 8. Average moving distance vs number of sensors in 58m ROI

At last, we will evaluate the performance of three algorithmien the length of region
varies. Assuming that the node density is a constant vald ¢em we increase the length
of region to simulate large region. Note that the node dgmsih be calculated byv/S,
whereN is the number of sensors a&ds the area of ROI. Therefore, as the length of
region increases, the number of sensors also increasesorSesensing radius is set to be
0.5m and the node density varies from 0.375, 0.4, and 0.425.

In figure 12, the length of region varies from 30m to 100m wiidps10m and the
number of sensors ranges from 90 to 300 with step 30. As tlggHeof region increases,
the result by sensor chain algorithm decreases, while thairigle sensor algorithm in-
creases. It implies that the sensor chain algorithm outpes the single algorithm when
the length of the region is long. When the length of the re@ds0, they share the same
result. The curves in figure 13 and 14 are similar to that ofrédi?. The sensors’ den-
sity is 0.4 and 0.425 and the number of sensors varies frono 320 and 102 to 340
respectively. When the length of region is 60m, these tweorilyns obtain the same
result.

In summary, figure 12,13, and 14 show that the average movatgnte obtained by
our algorithm is always less than CBIGB algorithm when thegté of region increases,
which implies that our algorithms are scalable and can bbeapio large scale sensor net-
works. Moreover, single sensor algorithm outperforms #ressr chain algorithm when
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the length of region is short. However, when the length ofaedecomes longer, the
sensor chain algorithm is more suitable.

Our proposed algorithms outperform CBIGB algorithm in ager moving distance
due to two reasons. First, CBIGB algorithm forms linear kriga coverage by moving
sensors to some predetermined baselines, which causeséaigndant movements. Sec-
ond, besides forming sub-barriers in subregions, CBIGBritlym has to form isolation
grid barrier vertically to combine sub-barriers betweejaegnt subregions. Obviously, it
also increases the movements of sensors.

8. Conclusion

In this paper, we propose two algorithms based on horizeirtalal force model, called

sensor chain algorithm and single sensor algorithm, to foom-linear k-barrier cover-

age in mobile sensor networks. Simulation results showtktestiwo proposed algorithms
can efficiently reduce the movements of mobile sensors coedpta a linear barrier al-

gorithm and can be applied to large scale sensor networkkelfuture, we will design

a distributed algorithm for achieving non-linear k-barmeverage using the horizontal
virtual force.
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